Finding the Best Objects
In Large Datasets
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e ..but how to get the best results out of the data?
* What does “best” even mean?




A general concern:
multi-objective optimization

* Simultaneous optimization of different criteria
— E.g., different attributes of objects in a dataset
= A general problem formulation:

— Given /V objects described by ¢ attributes
— Find the best k objects

* wrt some notion of “goodness”

* Relevant in many applications



Application: multi-criteria queries
— Example: ranking hotels by combining criteria
about available facilities, driving distance, stars, ...

Search
Destination/property name:

Tokyo

Check-in date
Thursday 19 December 2...

Check-out date
Friday 20 December 2019

1-night stay

2 adults
No children 1 room

I'm travelling for work @

Search

Distance from Central Tokyo
D Less than 1 km
EI Less than 3 km

|:| Less than 5 km

Online payment

O

Fun things to do

O

O
O
O
O

PayPal

Massage

Hot tub/jacuzzi

Bicycle rental (additional

charge)
Public Bath

Sauna

25

272

932

1424

328

133

114

113

86

1 double bed

Hotel Keihan Asakusa 3 Very good
2,397 reviews

Just booked for your dates 11 minutes ago

Black Friday Sale

Double Room with Small Double Bed - Non-Smoking 1 night, 2 adults
= €58

Additional charges may appl!
Risk free: You can cancel later, so lock in this great 968 may apply

®  price today. FREE cancellation

No prepayment needed

B Attrait Kita Shinjuku 2

One-Bedroom Apartment - &4 1 night, 2 adults
1 bedroom « 1 bathroom €120
1 single bed « 2 futon beds

20 m?

Only 1 left like this on our site

includes taxes and charges

See availability >

EEEEN Minato-Azabujuban 1 BR Apartment GAE52

Minato, Tokyo - Show on map - Metro access

O Youmissed it!
Your dates are popular - we've run out of rooms at this property! Check out more
below.

Good Y

i il 4
Shinagawa Prince Hotel 0,677 reviews |8

Minato, Tokyo - Show on map - 6 km from centre

Black Friday Sale

Twin Room - && 1 night, 2 adults
€140.21

includes taxes and charges

See available room >




Application: k-nearest neighbors
e (e.g., similarity search)

— Given /V points in some metric (¢/-dimensional) space, and a
guery point g in the same space, find the  points closest to g

— Used for classification in Machine Learning

S



Application: caching

e Select the objects (memory cells, pages, files, ...) that are
most likely to be accessed soon to minimize the miss rate
among a very large set of /\/ objects

* Each such object is described by ¢ different attributes, each
providing an estimate of the likelihood of reuse

e Goal:

— What are the most promising  objects to be retained/brought to
main memory so as to minimize the miss rate?




Many more applications

Candidate hiring

Sports ranking, university ranking, ...
Recommender systems

Feature selection

Ensemble learning

Essential aspect in (Big) Data Preparation

— For subsequent use in, e.g., ML...



Outline

Historical perspective

Classical approaches
— Top-k queries

— Skyline queries
New approaches

— Hybridization of skyline and top-k queries
— Uncertainty in top-k queries
— Balance in top-k queries

Outlook



Historical perspective



Rank aggregation

[Borda, 1770][Marquis de Condorcet, 1785][Llull, 13" century]

" Goal: combining several ranked lists of objects
into a single consensus ranking of the objects

Jean-Charles de Borda Marie Jean Antoine Nicolas de Caritat, Ramon Llull
Marquis de Condorcet



Rank aggregation

« A problem from social choice theory

 Given: [\ candidates, ¢ voters
— No visible score assigned to candidates, only rank

A B D E C

B D B A E
C E E C A
D A C D B
E C A B D
Voter 1 Voter 2 Voter 3 Voter 4 Voter 5

 What is the overall ranking according to all the Voters?
 Who wins? (top-/ candidates, with <=1)



Classical proposals

10 voters, 3 candldates

-mm ﬂ E-ﬂ

C

C C C C C C B B B B
B B B B B B A A A A

Borda scores:

Borda’s proposal
. . A: 1x6+3x4 = 18
n-th place = n points of penalty B: 3x6+2x4 = 26

— winner (C): lowest overall penalty C:2x6+1x4=16

* Condorcet’s proposal:

— winner (A): defeats everyone in
pairwise majority rule election




Condorcet’s paradox

* A winner may not exist



More paradoxes

[Arrow, 1950]

Axioms for aggregation may not work out:

Arrow’s paradox: no rank-order electoral system can be
designed that always satisfies reasonable "fairness" criteria:

— No dictatorship (nobody determines, alone, the group’s
preference)

— If all prefer X to Y, then the group prefers Xto 'Y

— If, for all voters, the preference between X and Y is unchanged,
then the group preference between X and Y is unchanged

Kenneth Arrow
Perfect

democracy is
unattainable!




Ranking queries
(a.k.a. top-k queries)



Top-k queries

* Focus on the best  out of /V items
— Best = most important/interesting/relevant/...
* |tems described by (¢) numerical attributes
— not just the rank
* Preferences through a scoring function
— assigns an overall score for ranking tuples
—E.g.,



Top-k queries in SQL

SELECT *

FROM NBA_S TATS

ORDER BY Points + Rebounds
LIMIT 5

C T T

Antetokounmpo 28.1 11.0

Embiid 28.5 10.6
Jokié 26.4 10.6
Doncié 27.7 8.0

Towns 24.8 10.6



Top-k queries in SQL

e Standard in SQL since 2008
SELECT *

FROM NBA STATS

ORDER BY Points + Rebounds
FETCH FIRST 5 ROWS ONLY

* |finput already sorted:

WI " throcen oy e
(through a heap):

Antetokounmpo 28.1

Embiid
Jokié
Doncié

Towns

28.5
26.4
27.7
24.8

11.0 * Better:
10.6

10.6

8.0

10.6



Top-k join queries in SQL

* Generally, many relations may be involved, e.g.,
SELECT *
FROM RESTAURANTS R, HOTELS H
WHERE R.City = H.City
ORDER BY R.Price + H.Price
FETCH FIRST 2 ROWS ONLY

 Many algorithms focus on top-k 1-1 join queries

— All joins on a common key attribute

— Practically relevant in two main scenarios:

* There is an index for retrieving tuples according to each preference
* The relation is vertically distributed (the “middleware” scenario)



Threshold Algorithm (TA)

[Fagin, Lotem, Naor, PODS 2001]

Input: integer k<, a monotone function 5 combining ranked lists 7, ...,
Output: the top « <object, score> pairs
1. Descend in parallel in each list

For each found object o, extract its score 5. in the other lists
Compute score . If top k so far, remember
Threshold where | is the last score seen for

If the score of the /-th object is worse than T, go to step 1
Return the current top-~ objects

ok wnN

 TAis not strictly optimal, but cannot be beaten by an
arbitrarily large factor (instance optimality)

 The authors of TA received the Godel prize in 2014 for
the design of innovative algorithms



Hotels Cleanliness Hotels Rating

Top2Iseore

Threshold
value: T =77
point: T =(77,77)

 Query: hotels with best cleanliness and rating
— Scoring function: 0.5 cleanliness+0.5%rating



Hotels Cleanliness  Hotels Rating
Ibis .92 Crillon .9

Top2Iseore

Crillon .825
Ibis .81

Threshold
value: T = .91
point:

* Query: hotels with best cleanliness and rating
— Scoring function:
* Strategy:

— Make one sorted access at a time in each list
— Then make a for each new hotel



Hotels Cleanliness  Hotels Rating
Ibis .92 Crillon .9

Novotel .875
Crillon .825

Threshold
value: T = .905
point:

* Query: hotels with best cleanliness and rating
— Scoring function:
* Strategy:

— Make one sorted access at a time in each list
— Then make a for each new hotel



Hotels Cleanliness

Ibis .92
Etap 91
Novotel .85

Hotels
Crillon
Novotel

Sheraton

Rating

.9
.8

* Query: hotels with best cleanliness and rating

Scoring function:

* Strategy:
— Stop when the score of the k-th hotel is no worse than the

threshold

/N

op2[score

\/

Novotel .875
Crillon .825

Threshold
value: T = .825
point:



Why does TA work?

T T i  7isthe threshold point
e Clen Boveel |, 1 stops when the yellow

region (fully seen points)
contains at least k points at
least as good as
* None of the points in the [Jli[Z
(unseen points) can
beat 7
* The dashed red line separates
the region of points with a
higher score than 7 from the
rest
* Now, Crillon is as good as
7 and Novotel is better




Ranking queries — main aspects

* Pros:

— Very effective in identifying the best objects
e Wrt. a specific scoring function

— Very efficient
— Excellent control of the cardinality of the result (¥)
— Easy to express the relative importance of attributes

* Cons:
— For a user, it is difficult to specify a scoring function

e E.g., the weights of a weighted sum (magic numbers...)



Skyline queries



Skylines

* The skyline of a relation is the set of its non-dominated
tuples. Aka:

— Maximal vectors problem (computational geometry)
— Pareto-optimal solutions (multi-objective optimization)
 Tuple f dominates tuple s, indicated , iff

1.0-
o ©

0.8

(7 is nowhere worse than s)

non-skyline

O

0.6-

O

price

(and better at least once)

0.4-

ool skyline

0. L L L 1 L L L 1 L L L 1 L L L 1 L L L 1
8.0 0.2 04 0.6 0.8 1.0
distance



Skylines

* |[n 2D, the shape resembles the contour
of the dataset (hence the name)




Skyline queries in SQL

[BOrzsonyi et al., ICDE 2001]

e No standard notation

* Can be easily rendered in SQL:
SELECT * FROM Hotels h
WHERE h.city = 'Paris' AND NOT EXISTS (
SELECT * FROM Hotels hl
WHERE hl.city = h.city AND
hl.distance <= h.distance AND

hl.price <= h.price AND
(hl.distance < h.distance OR
hl.price < h.price))

* Computation is
— Presorting the dataset helps, but still quadratic



Skylines — main aspects

e Pros:

— Effective in identifying potentially interesting objects if nothing
is known about the preferences of a user

— Very simple to use (no parameters needed!)

* Cons:
— May return too many results
— Computation is essentially quadratic in the size of the dataset
— No preferences (e.g., price is more important than distance)
e Extension: k-skyband = set of tuples dominated by less than
k tuples
— Skyline = 1-skyband
— Every top-k result set is contained in the k-skyband




Example: skyline/k-skyband query

0

0.8

0.6~
Q) L
O
5_ I
0.4
0.2" |
0.0- ....................
0.0 0.2 04 0.6 0.8 1.0
_ distance No top-2 or top-3 query
o skyline will return a () point

. . 2-skyband = 3-skyband



Example: ranking query

1.0

(O score=distance+2xprice !

0.8

/
/
/
/
/

0.6

price

0.4~

0.2-

/
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O. T T R
8.0 0.2 0.4 0.6 0. 1.0
distance



Example: another ranking query
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Extending skylines



Skylines, revisited

* Two equivalent points of view:
— Tuples that are non-dominated:
SKY(r)={tcr|Psecr s=<t}

— Tuples that are optimal according to some
monotone scoring function:

SKY(r)={ter|df e M. Vser. s#t— f(t) < f(s)}



Skylines, revisited

* Two equivalent points of view:

— Tuples that are non-dominated:
SKY(r)={tcr|Psecr s=<t}

— Tuples that are optimal according to some
monotone scoring function:

SKY(r)={ter|3f Vser. s#t— f(t) < f(s)}

e

Idea: accommodate preferences by using a subset of M (all
monotone functions)



Dominance, revisited

e Consider a set of monotone functions F:
t <;s, iff, VIEF. f(t)<f(s)
e F~-dominance = standard dominance if F= M



Flexible skylines: ND and PO

[VLDB 2017, TODS 2020]

* Skyline as non-dominated tuples:
SKY(r) ={tcr|fscr s=<t}

e Skyline as optimal tuples:
SKY(r)={ter|If e M. Vser. s#t— f(t) < f(s)}



Flexible skylines: ND and PO

[VLDB 2017, TODS 2020]

* Skyline as non-dominated tuples:
SKY(r) ={tcr|Psecr st}

* Non-Dominated F-Skyline ( D)
ND-SKY(r; F) ={t€r|Pse€r. s

e Skyline as optimal tuples:

SKY(r)={ter|3f Vser. s#t— f(t) < f(s)}
e Potentially Optimal F-Skyline (PO):
PO-SKY(r; F) = {ter|3f Vser. s#t— f(t) < f(s)}



Flexible skylines

0

- example

i C1
= 30:— OC3
A dataset of used cars 2 | 2@
x | @ SkY\wp
%20 OCs o ND\PO
$ I
é PO
10- C4 C6.
[ C'e
% 1020 a0 40

price x 1000



Flexible skylines - example

0

w
o

—_
o
T T T T T T T T T T T T T T T T T

A dataset of used cars

mileage x 1000

. Sky returns C1, C2, C4, C6, C7

01‘

OC3
C2 @ SKY\ND
OCs @ N\p\PO
ca CH PO
C7
"1‘0‘“‘2‘0””3‘0“”4‘0‘

price x 1000



Flexible skylines - example

0

: 01‘
S 30/ OC3
A dataset of used cars S |
x | [ SKY\ND
%20 OCs o ND\PO
g
é A PO
o] cs 8
* C7

« Sky returns C1, C2, C4, Co6, C7 : ° pricezi 100030 :
* Consider F = {wpPrice + wyMileage | wp > was}
« ND-Sky returns C1, C2, C4

— C6 and C7 are F-dominated by C4



Flexible skylines - example

0
c

S 30:— OC3
A dataset of used cars S |

XL @ SKY\WD
o 20 | C5
§ [ O o ND\PO
g | A C6 PO

o ca

* cT
40 20 30 40

Sky returns C1, C2, C4, C6, C7 ice x 1000
Consider F = {wpPrice + wyMileage | wp > war}
ND-Sky returns C1, C2, C4

— C6 and C7 are F-dominated by C4

PO-Sky returns C1, C4

— No allowed combination of weights can make C2 the top
car



F-dominance regions

* The F~-dominance region of t
— set of all points F~-dominated by t

Linear, w, 2w, Quadratic, w,+w, > wy




Extensions of Flexible Skylines

[CIKM 2018] [Mouratidis&Tang, VLDB 2018]

ldea: leverage the k-skyband to target the
potential top k (instead of just top 1)
ND.(r;F) = tuples F-dominated by less than k
tuplesinr

PO.(r;F) = top-k tuples in r for at least one
function in F

Both ND and PO coincide with

— Top-k query if Fis a single scoring function

— k-Skyband if F = M (all monotone functions)



Pros and cons of Flexible Skylines

* Pros:

— User preferences (via constraints on weights)

* More robust with respect to magic numbers

— Reduced output size

— Computed efficiently for L, norms with linear
constraints on weights

e Cons:

— Cardinality of output not directly controllable
* Even less so for extensions based on k-skybands

— Still slow for loose constraints



1 Argentina

2 I I France
I I Belgium

Brazil

Speaking of

magic numbers...

FIFA World Ranking system
2006-2018

— Teams ranked by a combination
of their previous performance (p,
= performance x years ago)

score = py+ 0.5p; +0.3p, + 0.2p;

— A very unstable scoring function

* Tiny weight changes heavily affect
the final ranking

— These weights were just magic
numbers 8

— NB: France was never #1 in that
period s T

w

N England

Portugal

N

Netherlands

Spain

Croatia

HHI B+ 8

0 V1 Italy




Stability

[SIGMOD 2011]
wg 4 Rank by
1.0 we*rating + wg*stars
VN (T T T,) 3 Wptwe=1
33 Stability of (.2,.8) @ k =2
. - - —= ID | Rating | Stars
.8 (T3T5,T1 Ty)
: T 2 6
6 F--- romooes | (Tz,tsrt1,T4> 5 7 5
43 : : T3 4 7
= e e ——— -
: : I LY] 5 2
| l | (113,74 Ty)
| | | Most Probable (k=2)
I
A7 L____+ ________
| | | | (T T T3 1)
I
| | : : >
17 .2 4 S7 .83 1.0 wy,




Adding cardinality control

[Mouratidis et al., SIGMOD 2021]

* Aim: Output-Size Specified (OSS) operators
* |dea:
— Collect user preferences (weight vector w)

— Apply either ND, (called ORD) or PO, (ORU)
— Limit their output size to a user-defined number m

e Use a set F of linear scoring functions whose weight
vector w’ is at a distance at most p from w so that the
output size is exactly m
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Features of ORD and ORU

[Mouratidis et al., SIGMOD 2021]

* Pros:
— OSS operators

e output size may be easier than constraints on weights

— Personalized with user preferences (weights)

— Flexible (weights used loosely)

* Cons:
— Too many size parameters (k and m)
* When k=m, it’s a standard linear top-k query (p = 0)

— Restricted to linear functions
* The most common choice, but...



Beyond linear queries



The limits of linear top-k queries

weights
wy]0.3]0.5]0.7
wyp|0.7/0.5[0.3
A | 11| 10| 6
hotel
OB 7 8 7
ranks
C 6| 13| 9

* No linear function

ranks A, B or C as top

— Interesting results but

difficult to retrieve

; o |
300 8 |
: @ A :
250 |
200175 o B i
3. l
O |
150| P o C |
[ P I
- adh |
_v !
100} i
' |
_ O
50 ® .‘i
distance (m) i

500 1000 1500 2000 2500 3000



Indicators of difficulty

(0.10, 0.65)
(0.35, 0.51)
(0.65, 0.10)
=(0.70, 0.20) 0.
=(0.53, 0.58)
(0.45, 0.70)
=(0.13, 0.80) o.

t1
t
t
t
t
t
t

0.2 0.4 06 o8 0.2 0.4 06 0.8
Best rank via linear query Non-linearity to be top 1



Indicators of mterest/robustness
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Balance and directional queries

* Weights induce a preference line
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The shape of directional queries
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More directional = » Less directional



Directional vs linear queries
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Features of Directional Queries

* Pros:
— Increased balance of results
— Increased overall exclusive volume
— Increased overall grid resistance
— Can retrieve all difficult tuples

— Retains all standard advantages of top-k queries

e Cons:

— What is the right mix of linear + balance?



Alternative approaches



Regret-Minimizing Sets

For a scoring function f and a set D, let
(top score via T in D)

The regret of IS

Find a set S of size k minimizing its maximum
regret for any linear scoring function

Pros:
— may be used to add cardinality control to skylines
Cons:

— no preferences
— only linear functions



Wrap up



Orthogonal aspects (not covered)

e Diversification of results

* Fairness of the selection process
— Preserving the distribution of the input data

— Changing scoring function / algorithm / data
* Uncertainty in the data
* Determining the true preferences of a user

* Point of view of the seller: which weights
should | use so that my product becomes top?



Conclusions

* Ranking tools are still evolving towards the
ultimate solution satisfying all desiderata

— Preferences, output size control, efficiency, ...
* Objective (and subjective) measures needed

— Many datasets, no standard benchmark
— User studies may come in handy



Thank you!
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